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Privacy Defence

� Privacy on the internet is an important
and unsolved issue

� Privacy preserving data mining
addresses this from a service
provider perspective

� From a user’s perspective, what can
the user do to ensure the protection
of his or her data?
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Personalised Advertisement

� Which ad is displayed depends on
1. The submitted query
2. The user profile

� Ads are assigned to categories
� Users are assigned to categories
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Privacy Offense

� To implement a method to defend privacy, we need

� A way to measure the privacy, i.e. objective function
� Method to use the feedback (ads)
� A set of actions
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Privacy Offense – Goal

� Objective function:
σ(κi ,P) =

∑
pj∈P,κj∈T

pjdT (κi , κj)

� User interest category κ, distribution of probabilities P, category tree T , tree
distance dT

� Score σ is the weighted distance between user interest category and current
category the user is assigned to
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Category Prediction of an Ad

� Search engines provide example
queries for each category

� Use sample queries of category tree
as input and train independent
classifiers – one for each category

� Classifiers can be applied to queries,
as well as any other text

� Predictions on ads work very well due
to similar structure of the text
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Privacy Offense

� To implement a method to defend privacy, we need
� A way to measure the privacy, i.e. objective function
� Method to use the feedback (ads)
� A set of actions
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Actions
Definition of actions to choose one category κ in the set of categories K using
category tree T based on reference category κref

Random: arandom(T , κref ) = random select(κr ∈ K )

Same: asame(T , κref ) = κref

Sibling: asibling(T , κref ) = sibling(κref ∈ K )

Most general: ageneral(T , κref ) = max parent(κref ∈ K )

Most specialized of sibling: aspecialized(T , κref = lowest child(all siblings(κref ∈ K ))

Distance-based: adist(T , κref ) = κr : ∀κt ∈ K ,d(κr , κref ) ≥ d(κt , κref )

� Jaccard Distance
� Normalized Mutual Information
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Privacy Offense – Method
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Privacy Offense – Method
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∑

pj∈P,κj∈T pj dT (κi , κj ) as target,

various features of the previous 5 queries
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Experiments

� Users are given one interest category
and either

� Use the proposed method, or
� Submit queries from random

categories, or
� Submit queries from the category

that is the furthest away from their
interest category

� All users submit in 10% of the cases
random queries from their interest
category

� 20 categories where used:
antiques and collectibles bicycles and accessories
car video computer components
cosmetic procedures dating and personals
desktop computers drugs and medications
erectile dysfunction family
game systems and consoles laptops and notebooks
make up and cosmetics motorcycles
real estate listings sexual enhancement
timeshares and vacation properties toys
vitamins and supplements weight loss
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Results
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Conclusion

� Does it work?

� Maybe
� But: We can trigger and see a reaction

� Simplified model

� Only one interest category
� Discard more aspects of the search engine’s model, e.g., time and date of query

� Future work

� More sophisticated model
� Use more feedback than just the ads
� Extend the use beyond search engines
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Thank you for your attention! Any questions?

https://joerg-wicker.org

https://joerg-wicker.org

